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Abstract: Software Reliability is a key concern of many users 
and developers of softwares. Demand for high software reliability 
requires robust modeling techniques for software quality 
prediction. This paper presents a new approach to software 
reliability assessment by using Fuzzy logic. The Series of Fuzzy 
logic modeling associated with different time segments can be 
directly used as a piecewise linear model for reliability assessment 
and Problem identification, which can produce meaningful results 
early in the testing process. 
The model has been applied to three different applications using 
fuzzy logic and normalized root mean of the square of error as 
an evaluation criterion. Results show that the fuzzy model 
adopted has good predictive capability. 
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1. Introduction  
  

As Software reliability is becoming more and more 
important in software industry various techniques are 
required to discover faults in the development of 
software. However as reliability of a software is 
measured in terms of failure it is impossible to measure 
reliability before the software is developed completely. 
Software reliability is the most extensively studied 
quality among all the quality attributes [9]. 
 
In the past few years a number of software reliability 
assessment models have been developed to solve 
software reliability models. These software models 
have been developed in response to the urgent need 
for software engineers, system engineers and managers 
to quantify the concept of software quality prediction. 
These models were useful in cases like managing 
reliability, managing project changes and monitoring 
test programs. Some of the models that have been 
developed for software quality prediction are: 
exponential order statistical model [15], logic 
regression [11]], Case based reasoning [10], Artificial 
Neural Networks [13], and Optimal Set reduction [8] 
The main objective of these models are to help predict 
which modules are error prone which in turn can help 
developer to focus on many aspects of maintenance 
cycle [14]. 

In this paper we propose a new approach towards 
software reliability assessment using fuzzy logic and 
Normalized Root of Mean of the Square of Error 
(NRMSE) criterion as an evaluation criterion. The rest 
of the paper is organized as follows: After a brief 
examination of the existing techniques for software 
reliability using fuzzy logic in section 2 a new approach 
using fuzzy logic is presented. Section 3 discusses the 
evaluation criterion used for the model. Prediction of 
the Software reliability for the data set and estimation 
of the parameters for the fuzzy model is presented in 
section 4.  Section 5 presents the results of the 
prediction of software reliability model using fuzzy 
logic for 3 different projects. Finally a summary of the 
work done and future research directions for the 
proposed strategy are discussed in section 6. 
 
2. Fuzzy logic for software reliability 

 

A software system is generally characterized by its size, 
usually exceeding several thousand lines of code, high 
complexity, and diverse functionality, many 
components developed over long period, a large user 
population and diverse usage environments. Assuring 
software to very high levels of reliability is one of the 
most difficult yet important challenges confronting the 
software industry. 
As seen above many models have been developed and 
much research has been devoted towards assessment 
of software reliability. However against this back 
ground only few papers have addressed the use of 
fuzzy models for assessing software reliability which is 
surprising given their rapid adoption into other areas 
such as control, classification and decision making. 
This paper addresses the problem of software 
reliability prediction using fuzzy logic. 
Yuan et. Al in [19] used fuzzy subtractive clustering 
integrated with module order modeling for software 
quality prediction. First Fuzzy Subtractive clustering is 
used to predict the number of faults then module 
order modeling is used to predict whether modules are 
fault prone or not. Xu et al [18] introduced the fuzzy 
nonlinear regression (FNR) modeling technique as a 
method for predicting fault ranges in software 
modules. A case study of full scale industrial software 
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system was used to illustrate the usefulness of FNR 
Modeling. Jeff Tian in [17.] assessed software reliability 
by grouping data into clusters. The series of data 
clusters associated with different time segments are 
used directly as a piecewise linear model for reliability 
assessment and problem identification. The model is 
evaluated in the testing of two large software systems 
from IBM. Adnan et al in [1] explored the potential of 
prediction techniques which have been used for 
assessing software reliability. 
This research  is a continuation of work done for 
analyzing reliability of software systems using various 
methods, which include Genetic algorithms [5], RBF 
Neural Networks [6] and Parametric and Non 
Parametric Methods [7, 2]. Based on the work done we 
propose a new software reliability assessment model 
that is based on fuzzy logic and Normalized root of 
mean of the square of error (NRMSE) evaluation 
criterion. This new model has been successfully 
implemented for the projects Real Time and Control 
applications, Military applications and Operating 
System applications and shows promising predictive 
capability. 
 
3. Evaluation Criteria 

 

The models performance were measured in terms of 
the NRMSE 
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Where y (k) is the actual accumulated faults and  
and k is the estimated accumulated fault. 
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4. Prediction using fuzzy logic  
4-1. Data set 

 

The DACS Services at the Department of Defense 
(DoD) Software Information Clearinghouse provides 
an authoritative source for the state of the art software 
information, supplying technical support for the 
software community. John Musa of Bell Telephone 
Laboratories compiled a software reliability database. 
His objective was to collect failure interval data to 
assist software managers in monitoring test status, 
predicting schedules and to assist software researchers 
in validating software reliability models. These models 
are applied in the discipline of Software Reliability 
Engineering. The dataset consists of software failure 
data on 16 projects. Careful controls were employed 
during data collection to ensure that the data would be 
of high quality. The data was collected throughout the 
mid 1970s. It represents projects from a variety of 

applications including real time command and control, 
word processing, commercial, and military 
applications.   
 
4-2. Fuzzy Logic Structure  
                                                                      

Fuzzy logic is a form of logic used in systems where 
variables can have degree of truthfulness or falsehood 
ness. With fuzzy logic, the outcome of an operation 
can be expressed imprecisely rather than as a certainly. 
A fuzzy model is a mapping between linguistic terms, 
attached to variables. Therefore the input to and 
output from a fuzzy model can be either numerical or 
linguistic. 
The model structure was based on Takagi-Sugeno (TS) 
fuzzy model, which is suitable for large class of 
nonlinear systems. In a non-linear discrete time system, 
the relationship between system input u(k) and output 
y(k) at time k is given by: 

y(k)= f (u(k - 1), y(k - 1)) 
The function f is a static function and fuzzy models of 
different types can be used to approximate this 
relationship function f. One of the commonly model is 
the NARX (Nonlinear Auto-Regressive with 
eXogenous input) model, represented by: 
 
y(k) =f (y(k - 1), y(k - 2),..., y(k - n + 1), u(k - 1), u(k -2)..., 

u(k - m + 1)).   
 
where u(k –1)…. u(k -m+ 1) and y(k - 1).... y (k - n + 1) 
represents the past model inputs and outputs, 
respectively. Another model which is special case of 
the NARX is the NAR (Nonlinear Auto-Regressive) 
model which, can be represented as: 
 
                   y(k) = f (y(k - 1), y(k - 2),..., y(k - n + 1)) . 
 
 
The assessment was done for three projects, Real Time 
and Control applications, Military applications and 
Operating System applications.  
 
Once the model structure is selected the next step will 
be to estimate the parameters of the fuzzy model. 
These parameters include the antecedent membership 
functions and the consequence polynomials. An 
additional parameter needs to be selected, that is the 
number of rules (clusters), which need to be specified 
by the user. The methodology to build a fuzzy model 
can be described in the following steps: 
 Using the flow sequence of measurements y (k - 

1), y (k - 2), y (k - 3), y (k - 4) and the user defined 
parameters we form the nonlinear regression 
problem to find y(k). 
 Compute the antecedent membership function 

from the cluster parameters. 



 Given the antecedent membership functions, 
estimate the consequence parameters by the least-
square method. 

 
5. Experiment and Evaluation 

 

The results of the experiment are shown in Figures 1 
to 6, which shows the prediction of the software 
reliability using Fuzzy logic for the projects Military 
applications, Operating Systems applications and Real-
time and Control applications and the membership 
function for each project based on the normalized root 
mean of the square of the error NRMSE as an 
evaluation criterion. The results obtained in Figures 1 
to 6 are based on training and testing of sample data. 
Training was done on 70% of the sample data and 
testing was done on the entire data (100%). Figures 1 
to 6 shows the actual and estimated responses using 
fuzzy logic for the projects Real-time and Control 
applications, Military applications, and Operating 
Systems applications respectively. The Fuzzy logic 
model performs very well through out all the 
experiments. Also, fuzzy logic model has the good 
predictive capability in all the projects for example the 
projects, military applications #40, and operating 
system #ss1c, the NRMSE are 1.1081, 1.2901, but in 
the real time control project # 1, the NRMSE is 
0.9358, as shown in the Table 1, which is the lowest 
when compared between the two projects. In addition 
table 2 shows the result of the variance accounted for 
(VAF) for each project during the testing part and the 
training part, also the NRMSE during the training and 
testing part. 
 

Military 
# 40 

Real-time 
Control #1 

Op. sys. ss1c 

1.1081 0.9358 1.2901 
 
Table 1: NRMSE values for the projects Military #40, Real-
time Control # 1 and Operating System ss1c. 
 

 
 
Table 2: Results for the developed Fuzzy logic showing the 
variance accounted for (VAF) for each project 
 

 
 
Figure 1: Actual and Estimated responses using fuzzy logic 
model: Real-time Control Applications.  

 
 
Figure 2: Membership Function for Real-time Control 
Application. 
 

 
 
Figure 3: Actual and Estimated responses using fuzzy logic 
model: Military Applications. 
 



 
 
Figure 4: Membership function for Military Application 
project. 

 
Figure 5: Actual and Estimated responses using fuzzy logic 
model: Operating Systems Applications. 
 

 
 
Figure 6: Membership function for Operating Systems 
project. 
 
 
 
 

6. Conclusion and Future Work 
 
We have shown that fuzzy logic can be used for 
building software reliability growth models. Fuzzy 
logic was able to provide models with small NRMSE.  
The entire system of software reliability research is 
considered useful for software development and 
testing industry. At the present we are investigating the 
use of genetic programming to solve the software 
reliability growth modeling problem. 
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